
Efficient Codebooks for Visual Concept Recognition by
ASSOMs Activation

1

Grégoire Lefebvre and Christophe Garcia
France Telecom R&D - Orange - TECH/IRIS/CІМ

4, Rue du Clos Courtel

35512 Cesson S'evign'e Cedex - France

{gregoire.lefebvre,christophe.garcia} @orange-ft.com
(Paper received on August 10, 2006, accepted on September 25, 2006)

Abstract. In this paper, we propose a novel method for robustly characterizing
and classifying visual concepts, and more precisely for detecting several
categories of complex objects in images. Toward this aim, we propose a scheme
that relies on Adaptive-Subspace Self-Organizing Maps (ASSOMs). Robust local
signatures are first extracted from training object images and projected into
specialized ASSOM networks. The extracted local signatures activate several
neural maps producing activation energies. These activation energies are then
fused into global feature vectors representing the object images. Object
recognition is then performed via a supervised SVM (Support Vector Machine)
classification. A multiscale search approach completes the system in order to
obtain the object localization and identification in complex scenes. The proposed
method allows a good detection rate of 85.08% for the PASCAL 2005 challenge1,
composed of 689 complex real world images, containing four different objects
undergoing strong variations in shapes, sizes, poses and illumination conditions.

1. Introduction

According to several psycho-visual experiments [1], the human vision system performs
saccadic eye movements between salient locations to capture image content. Many
systems in computer vision are inspired by this observation, in order to describe visual

information for image classification or retrieval. In opposition to global approaches, for
which a signature is computed by considering all pixels in the image, local approaches
represent image content via a set of local signatures centered on interest points (IP) [2–
4]. which are extracted on perceptually important areas.

Tversky studies [5] showed that when we compare two images, we detect common

and distinct concepts between the regions around the IPs. Our method aims at
reproducing these concepts with a codebook learning strategy based on ASSOM
activation maps for each category. Visual similarity is then estimated by the distance
between different activation histograms.

Our method has been experimented in the context of an object detection task

where the good detection rate reaches 85.08% for 689 complex real world images.
from the Pascal 2005 Challenge¹, containing four different object categories.

'http://www.pascal-network.org/challenges/VOC/voc2005
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This paper is organized as follows. In Section 2, we first present our
 object

detection scheme based on ASSOM activation energies. Then. Section 3 demonstrates

our system performances with some experimental results. Finally, conclusions are

drawn.

2. Object Detection Based on ASSOM Energies

2.1. Proposed Scheme Overview

As outlined by R.O. Duda [6], a classification scheme is generally composed of three

main steps: pre-processing. feature extraction and feature classification. In the

proposed study, we mainly focus on the two first steps, the last step being performed

by a SVM classifier.
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Fig. 1. The Proposed System Architecture.

Our system architecture consists of six steps in the learning phase (see Figure 1):

We first locate the salient zones with an IP detector [2] mainly on sharp region
boundaries.

Local visual features are then extracted in order to describe the orientation and

the regularity of the singularities contained in the different patches arounp
each detected IP.
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